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#### Abstract

This paper relies on the random matrix theory to reduce data dimension and to identify useful data sources in the unsupervised context. A so-called random matrix based principal component analysis algorithm is thus developed and then applied to the well-known 2008 PHM dataset to build efficient but less costly degradation indices. A comparison of the degradation indices obtained with and without sensors selection confirms the performances of our proposed approach.


Index Terms-Data reduction, sensors selection, random matrix theory, degradation index, 2008 PHM dataset.

## I. Introduction

Recent innovations in sensor technology have made condition monitoring simpler and more efficient. Indeed, human beings are no longer the only actor in the monitoring process, but are assisted by sensor networks that record the system condition over its whole life. Such recorded data are helpful for decision support that enables improvements in the system reliability, availability and safety, in environmental protection, as well as in maximizing companies profits. Nowadays, one can easily collect and store huge amounts of condition monitoring data of very different natures. This however leads to the increasing complexity for data analysis at high cost (because of the installation and maintenance of large sensor networks). In this context, how to reduce data without information loss and how to identify useful data sources are two big questions to be solved.

Data reduction consists in projecting data from a high dimensional space (with several sensors) into a lower dimensional space preserving as much as possible the structure of the data in the original space. Its principle is either to build new variables called synthetic or principal component by linear or non-linear combination of the set of sensors, or to make an optimal selection of relevant sensors that retain the majority of the information contained in the data. The processing of data in the reduced space allows to optimize the performances on different tasks in particular in classification and in regression because it allows to remove the redundant and not relevant information according to a criterion. In the literature, there exist several methods of dimension reduction
by creating new synthetic variables. We can quote, for instance, the principal component analysis (PCA) [1], the factor analysis (FA) [2], the independent component analysis (ICA) [3]. To identify useful data sources, we are interested in the selection of corresponding sensors. An exhaustive literature research shows that such a selection can be done following two main approaches: (i) filter and (ii) wrapper. The first approach proposes to compute statistical measures of the variables, and then to filter out irrelevant variables. Very commonly, it does not consider the correlations among variables, and thus leads to low performances. Meanwhile, the second approach uses a well defined algorithm to find an optimal subset of variables. It allows high performances in a supervised context, but very costly in their implementation.

This paper also contributes a solution to the two above questions, but in an unsupervised context. An algorithm called Random Matrix based Principal Component Analysis (RMPCA) is thus developed. It uses random matrix theory to determine eigenvalues and eigenvectors of a covariance matrix of the considered data. These eigenvalues and eigenvectors are the basis to reduce the data dimension and to select significant sensors of the network. To show its feasibility, we apply the RM-PCA algorithm to the well-known 2008 PHM dataset [4]. The aims is to construct from this dataset a less costly degradation index (i.e. an good degradation index built from a smaller number of sensors). Among numerous existing works on 2008 PHM dataset, we cite here two typical works of Wang et al. in [5] and Le Son et al. in [6]. Wang et al. proposed a method to select the important sensors by taking into account the trends and then using a significance test via a regression model. Based the sensors proposed by Wang et al., Le Son et al. used the classical PCA to reduce the data dimension, and then constructed a degradation index as the euclidean distance between the obtained projections and the projections of the failure areas. We can remark that the selection approach proposed by Wang et al. is still heuristic, very costly in its implementation and requires the prior construction of a degradation index. It is therefore necessary to find an unsupervised method that allows to automatically
select an optimal number of sensors that will allow to build less expensive degradation index with high performance. This is also the main contribution of our approach compared to most existing related works.

The remainder of this paper is structured as follows. In section (II), we first review results in random matrix theory needed for our approach. Then, we present our algorithms: RM-PCA and variables selection algorithms. In section (III), we present numerical results obtained by our algorithms on real data from aircraft engines.

## II. VARIABLES SELECTION BASED ON RANDOM MATRIX PCA

In this section we first present the needed mathematical tools from random matrix theory. Random matrix PCA (RM-PCA) and variables selection methods will then be developed.
Notations. The population covariance matrix, its eigenvalues and eigenvectors are notated as $\Sigma, \alpha_{i}$ and $v_{i}$ respectively. The sample covariance matrix is given by $S_{n}=\frac{1}{n} \sum_{i=1}^{n} y_{i} y_{i}^{T}$, where $y_{i}$ represent $n$ copies of the observed vector $y \in \mathbb{R}^{p}$. Its eigenvalues and eigenvectors are given by $\hat{\lambda}_{i}$ and $\hat{u}_{i}$. The proposed estimator of $\Sigma$ is notated by $\hat{\Sigma}$ with eigenvalues and eigenvectors are $\hat{\alpha}_{i}$ and $\hat{v}_{i}$ respectively.

## A. Random matrix PCA framework

1) Marcenko-Pastur law [7]: In their seminal work [7], the authors prouve that the limit behaviour of the spectral density of the eigenvalues of $S_{n}$ is intimately linked to the rate $\frac{p}{n}$ at large. More formally, assuming that the centred i.i.d. entries of $y$ have a finite fourth moment and under the asymptotic regime $\left.\left.\frac{p}{n} \underset{n, p \rightarrow+\infty}{\longrightarrow} c \in\right] 0,+\infty\right]$, the spectral measure of $S_{n}$ converges almost surely and in distribution to the Marcenko-Pastur [7] law where the density is given by:

$$
\begin{equation*}
f_{M P}(x)=\frac{\sqrt{b-x} \sqrt{x-a}}{2 \pi c x} I_{[a, b]}(x) \tag{1}
\end{equation*}
$$

with $a=\sigma^{2}(1-\sqrt{c})^{2}$ and $b=\sigma^{2}(1+\sqrt{c})^{2}$. The interval $[a, b]$ is called the bulk of Marcenko-Pastur law.

Let $\hat{\lambda}_{1} \geq \cdots \geq \hat{\lambda}_{p}$ be the ordered eigenvalues of $S_{n}$, Geman [8] showed that when $n, p \rightarrow+\infty$ with $p / n \rightarrow c \in(0,+\infty)$, the extreme eigenvalues verify:

$$
\begin{align*}
& \hat{\lambda}_{1} \xrightarrow{p . s} b=\sigma^{2}(1+\sqrt{c})^{2}  \tag{2}\\
& \hat{\lambda}_{p} \xrightarrow{p . s} a=\sigma^{2}(1-\sqrt{c})^{2} \tag{3}
\end{align*}
$$

2) Spiked population model: In real data processing, one of the major difficulty is the presence of noise. This observation is at the origin of several methods allowing to clean up the eigenvalues of the sample covariance matrix $S_{n}$ [9], [10]. One can mention heuristic methods like the elbow method and the Kaiser rule [11]. In random matrix theory, we consider the spiked population model [12], [13]. We consider the information-plus-noise model where the data matrix is corrupted by some additive noise. Let the observed vector $y \in \mathbb{R}^{p}$ be defined as:

$$
y=s+e
$$

Consider $n$ independent and identically distributed copies of $y$ and stocked in the $p \times n$ matrix Y. Assuming independence between the information counterpart and the noise implies the following identity of corresponding covariance matrices.

$$
\begin{equation*}
\Sigma_{y}=\Sigma_{s}+\Sigma_{e} \tag{4}
\end{equation*}
$$

it can also be written as follows

$$
\Sigma_{y}=V\binom{\begin{array}{|c|c}
\begin{array}{c}
\alpha_{1}+\sigma^{2} \\
\ddots \\
\\
0_{p-r, r}
\end{array} & 0_{r, p-r} \\
& \alpha_{r}+\sigma^{2}
\end{array}}{\hline} V^{T}
$$

with $\Sigma_{e}=\sigma^{2} I_{p}, \Sigma_{s}=\operatorname{diag}\left(\alpha_{1}, \cdots, \alpha_{r}, 0_{p-r}\right)$, where $V \in$ $\mathbb{R}^{p p}$ is an orthogonal matrix and $I_{p-r} \in \mathbb{R}^{p-r}$ is a square identity matrix of size $(p-r) \times(p-r)$.
This model is also called spiked population model when the rank $r$ of the information covariance matrix $\Sigma_{s}$ is much smaller than the dimensions $p$ and $n$. In the following, we give estimators of the covariance population eigenvalues, and estimators for the rank $r$ and the noise unknown variance $\sigma^{2}$.
3) Population eigenvalues estimators.: Under the asymptotic regime $n, p \rightarrow+\infty$ with $p / n \rightarrow c \in(0,1)$, and under some additional statistical conditions, Baik and Silverstein [13] prove the following almost sure convergences of $\hat{\lambda}_{i}$ toward some functional of $\alpha_{i}$

- For $1 \leq i \leq r$ we have

$$
\hat{\lambda}_{i} \xrightarrow{a . s} \sigma^{2} \phi\left(\alpha_{i}\right)
$$

with

$$
\begin{equation*}
\phi\left(\alpha_{i}\right)=\left(\alpha_{i}+1\right)\left(1+\frac{c}{\alpha_{i}}\right) \tag{5}
\end{equation*}
$$

- For $i>r$ we have

$$
\hat{\lambda}_{i} \xrightarrow{a . s} \sigma^{2}(1+\sqrt{c})^{2}
$$

We propose the following inverse formula to estimate the population covariance matrix $\Sigma$

$$
\begin{equation*}
\hat{\alpha}_{i}=\frac{1}{2 \hat{\sigma}^{2}}\left(\kappa_{i} \pm \sqrt{\left|\kappa_{i}^{2}-4 c \hat{\sigma}^{2}\right|}\right) \tag{6}
\end{equation*}
$$

where $\kappa_{i}=\hat{\lambda}_{i}-\hat{\sigma}^{2}(c+1)$ and $\hat{\sigma}^{2}$ is an estimator of the unknown noise variance $\sigma^{2}$.
Estimation of the rank $r$ and the variance $\sigma^{2}$. Estimating the number of the effective information variances, the so called spike eigenvalues, is a serious task. Passemier et al. [14] propose an interesting estimator for the number of spikes based on the successive differences of sample eigenvalues and using the spiked population model. However, this method is based on the assumption that sample eigenvalues are well separated and then becomes ineffective when a single sample eigenvalue is badly estimated.

We propose an estimator of the the rank $r$ which is robust in the case of the presence of multiplicities of sample eigenvalue. Based on (2), the proposed estimator is given by:

$$
\begin{equation*}
r=\underset{i \in[|1, p|]}{\arg \min }\left(\hat{\lambda}_{i}>\sigma^{2}(1+\sqrt{p / n})^{2}\right)+1 \tag{7}
\end{equation*}
$$

In real case scenarios, the noise variance is unknown and then has to be estimated.The following algorithm summarise our imbricate method.

```
Algorithm 1 Estimation of the isolated variances number
    Initialisation: \(\hat{\sigma}^{2}=\frac{1}{p} \sum_{i=1}^{p} \hat{\lambda}_{i}\)
    Compute \(\hat{r}\), the estimator of \(r\) using (7) by replacing \(\sigma^{2}\)
    by \(\sigma^{2}\)
    Update \(\hat{\sigma}^{2}=\frac{1}{p-\hat{r}} \sum_{i=\hat{r}+1}^{p} \hat{\lambda}_{i}\)
    Return to 2 . with the updated estimator of \(\sigma^{2}\)
    Repeat 2-4 until convergence
    Return \(\hat{r} \leftarrow \hat{r}+1\).
```

4) Eigenvectors estimators: Based on the work of [15], we recall here the new estimator of $\Sigma$ used for our RM-PCA algorithm. For the estimation of the new eigenvectors, classes of estimators called rotation invariant have been used. These estimators consider the hypothesis that there is no principal direction for the eigenvectors of $\Sigma$ [16]. This assumption has two consequences. $S_{n}$ has the same eigenvectors as $\Sigma$ and the eigenvectors of $S_{n}$ are not necessarily optimal estimators for $\Sigma$.

The work of [15] have allowed to obtain both an optimal and a rotation invariant estimator. This estimator is defined as follows.

Let $M\left(S_{n}\right)$ be the set of non-negative symmetric matrices having the same eigenvectors as the sample covariance matrix $S_{n}$. The optimal estimator of the population covariance matrix $\Sigma$ verify :

$$
\begin{equation*}
\hat{\Sigma}=\underset{\Theta \in M\left(S_{n}\right)}{\arg \min }\|\Theta-\Sigma\|^{2} \tag{8}
\end{equation*}
$$

In [15], authors propose the following optimal estimator :

$$
\begin{equation*}
\hat{\Sigma}=\sum_{i=1}^{p} \xi_{i} \hat{u}_{i} \hat{u}_{i}^{T} \tag{9}
\end{equation*}
$$

with $\hat{u}_{i}$ the eigenvectors of $S_{n}$ and $\xi_{i}=<\hat{u}_{i}, \Sigma \hat{u}_{i}>, i \in$ $[|1, p|]$.
From a practical point of view, this estimator is useless since it depends on the unknown matrix $\Sigma$ that we want to estimate. We should therefore look for a new writing of $\hat{\Sigma}$ which does not depend on $\Sigma$. For that we use the expression of $\xi_{i}$ proposed in [?] :

$$
\begin{equation*}
\hat{\xi}_{i}=\frac{1}{n} \sum_{j=1}^{p} \frac{\hat{\alpha}_{j}^{2}}{\left(1-\frac{\hat{\alpha}_{j}}{\hat{\lambda}_{i}}\right)^{2}} \tag{10}
\end{equation*}
$$

We propose to use (9) by injecting(10) to get an consistent estimator of the population covariance matrix. This estimator is used to propose our new approach: random matrix based principal component analysis (RM-PCA).

## B. Random matrix based PCA and variables selection algo-

 rithms1) RM-PCA algorithm: The spreading os sample eigenvalues phenomenon well highlighted by Johnsone [12] prove that sample covariance matrix $S_{n}$ is no longer a consistent estimator for $\Sigma$ under the modern regime, where both the number of parameters and the number of samples are large. The traditional PCA method reaches its limits. We propose here our RM-PCA method, where $\hat{\Sigma}$ is described in the previous paragraph. The corresponding algorithm is stated follows.
```
Algorithm 2 RM-PCA algorithm
    Create \(X\), the \(p \times n\) data matrix
    Compute the sample covariance matrix \(S_{n}=\frac{1}{n} X X^{T}\) and
    the corresponding eigen-elements \(\hat{\lambda}_{i}\) and \(\hat{u}_{i}\)
    Compute \(\hat{r}\), the number of the principal components
    following algorithm 1 in II-A3
    Compute \(\hat{\sigma}^{2} \leftarrow \frac{\sum_{i=\hat{r}+1}^{p} \hat{\lambda}_{i}}{p-\hat{r}}\)
    Compute the population eigenvalues \(\hat{\alpha}_{i}\) following equation
    (6) with the estimator \(\hat{\sigma}^{2}\)
    Calculate \(\widehat{\Sigma}\) following (9) with \(\xi_{i}\) given by (10)
    Extract the \(\hat{r}\) largest eigenvalues and the corresponding
    eigenvectors, \(\hat{\alpha}_{1} \geq \cdots \geq \hat{\alpha}_{\hat{r}}\) and \(\hat{v}_{1}, \ldots \ldots ., \hat{v}_{\hat{r}}\) respectively
    Projection into the subspace of dimension \(\hat{r}\) :
\(\tilde{X} \leftarrow X^{T} \hat{V}_{r}\),
```

    where \(\hat{V}_{r}=\left(\hat{v}_{1}, \ldots \ldots, \hat{v}_{\hat{r}}\right)\).
    2) Selection of variables: The selection of relevant variables is a problem in multidimensional statistics. It requires that the results obtained from the analysis of the extracted variables are better than or close to those obtained with all variables. It allows to avoid overlearning, redundancy of information and noise. There exist many approaches to variable selection based on principal components. With these methods the choice of important variables becomes complex if several components contain relevant information. An approach called Principal Feature Analysis (PFA) was introduced by [18]. It proposes to make a classification of the variables on the space of the principal components and then to select in each group a variable close to the center of gravity of the group. However, the number of groups to be defined during the classification is not exactly known, making it difficult to determine the number of variables to extract. An application of these methods are available in [19]. In this paper, we propose an extension of the PFA using the number of important variables $r$ that we have determined through Algorithm 1 using random matrices. We perform a partitioning of the variables into $r$ groups using the k-mean [20] algorithm, then in each partition we select the variable that best represents its group. We consider that the most representative variable of a group is the one with the greatest variability. This choice is based on the principe of principal components which seek to maximize the variance on the projected space. The step before the classification
consists in calculating the coordinates of the variables. The procedure for obtaining the $r$ relevant variables is summarized in algorithm 3 below:
```
Algorithm 3 Selection of variables
    Spectral decomposition of \(\hat{\Sigma}\) by extracting the eigenvalues
    \(\hat{\alpha_{i}}\) and the eigenvectors \(\hat{v_{i}}\).
    \(D \leftarrow \operatorname{diag}\left(\sqrt{\hat{\alpha_{1}}} \cdots \sqrt{\hat{\alpha_{p}}}\right)\) a diagonal matrix with the
    square roots of the eigenvalues.
    \(\hat{V} \leftarrow\left(\hat{v}_{1}, \ldots \ldots, \hat{v}_{p}\right)\) the eigenvector matrix.
\(C V \leftarrow \hat{V} D\),
    with \(\operatorname{dim}(\hat{V})=p \times p, \operatorname{dim}(D)=p \times p, \operatorname{dim}\left(C_{V}\right)=p \times p\).
    Classification of the variables of \(C_{V}\) in \(r\) clusters using
    K-means algorithm. We obtain \(r\) groups \(G_{j}\) (where \(r\) is
    given by algorithm 1).
    for \(j<=r\) do
        \(k \leftarrow \arg \max \left(\operatorname{var}\left(x_{1}^{j}\right), \operatorname{var}\left(x_{2}^{j}\right), \ldots ., \operatorname{var}\left(x_{p}^{j}\right)\right)\)
        \(v_{j} \leftarrow x_{k}\)
    end for
    We obtain \(r\) variables \(v_{1}, v_{2}, \ldots \ldots ., v_{r}\).
```


## III. Application to Aircraft Engine Data

To show the feasibility of the proposed method, we apply it to the 2008 PHM dataset. This dataset consists of multivariate time series that are collected from 218 identical and independent jet engines performed by NASA. It contains in total of 45918 observations and 26 variables that capture information on the operational profile, control tools and environmental conditions. At the beginning of the simulation (cycle 1) each engine starts its operation in a healthy state and then degrades until it reaches a failing state from which we decide not to operate the engine anymore (last cycle). Some descriptive tools for the data are available in [6], [?] and [4]. Figure 1 shows a turbojet engine as simulated by the jet engines model.


Fig. 1. Simplified schematic of the simulated aircraft engine

## A. Primary Data Analysis

The data are made up of 26 different variables including

- the number of engines,
- the engine cycle,
- three operational parameters (altitude, speed, and angle),
- the measurements given by 21 sensors.

The measurements of the three operational parameters can be represented by six clusters in a 3-dimensional space as in Figure 2. The six observed clusters correspond to 6 operating conditions of the engines. Thus, it could be interesting to observe the data according to the operating conditions.


Angle

Fig. 2. Six modes of engine functioning

An initial trend analysis shows that it is necessary to construct an index representing the overall degradation of engines because the data from the sensors of each motor do not allow the observation of trends that are indicative of a convergence towards a faulty state. An illustration is presented in Figure 3 for the data of sensors 1 and 2 in engine 1 . We


Fig. 3. A degradation indicator cannot be directly deduced from sensor data (Sensor 1 and 21 measurements for engine 1)
find the evolution curve of the signals from sensor 1and sensor 21 recorded during the operation of engine 1 . These signals do not show any trend that could indicate a convergence of engine 1 towards a faulty state. All the sensors of the other motors show the same phenomenon.

By partitioning the sensor data by operational profile as in Figure 4, some trends can be observed.


Fig. 4. The observation of data in the operating modes can reveal trends(engine 1 in 6 modes)

Indeed, Figure 4 shows the evolution curve of the signals from sensor 2 for motor 1 according to the six operating modes. These observations make it possible to highlight the trends. For some engines these trends are obvious but for others they are difficult to detect. Even if the trends are observable according to the operational mode, they do not allow to characterize the global degradation of the engines. So it is necessary to build a degradation indicator that could evaluate the global degradation of each engine. This indicator must be calculated taking into account the operational profile in which the engine is at each moment

## B. Degradation Indicator Construction

The construction of our degradation indicator is based on the one proposed in [6] in which we replaced the classical PCA by RM-ACP. Such a process is schematized in Figure 5 and is described more in detail as follows.


Fig. 5. Procedure using data

- Let us denote by $X \in \mathbb{R}^{n p}$ our centered data set. We will call by $X^{d} \in \mathbb{R}^{n_{d} p}$ a basis extracted from $X$ corresponding to the data of the $p$ sensors at the failure time (last cycle). $X^{d}$ is the failure base. The failure of the engines occurred in one of the 6 modes of operation.
- We compute $r$ on the set of data $X$ according algorithm 1 in (II-A3).
- We extract from $X^{d}$ the failures in the operational modes. Let $X^{d i} \in \mathbb{R}^{n_{d i} p}$ be the failures in mode $i, i \in[|1,6|]$ and $n_{d i}$ the number of engines in failure in mode $i$.
- We apply RM-PCA algorithm to $X^{d i}$.
- We project $X^{d i}$ in the new subspace of dimension $r$ and obtain new coordinates in the subspace that we will note $d i=\left(d_{1 k}^{i}, \ldots, d_{r k}^{i}\right), k=1, \ldots, n_{d i}$ the projection of the failure instant of the engine $j$ which is in the operational mode $i$ at the time of its failure.
- We look for a unique center of failure for the engine having realized their failures in the $i$ mode. We consider this center as the center of gravity of $d i$ it will be noted $G^{i}$. on the $r$ dimensions the coordinates of $G^{i}=\left(G_{1}^{i}, \ldots . ., G_{r}^{i}\right)$
- The degradation indicator is considered as the distance between the projected data of each cycle $t$ and the failure center of the mode $i$ in which this cycle $t$ is located. We will note by $\left(X_{j, 1}^{i}(t), \ldots \ldots, X_{j, r}^{i}(t)\right)$ the projection of sensors data on $r$ dimension of engine j , at time $t$ in the failure space of operational mode $i$ (engine $j$ is in mode $i$ at time $t$ ). We obtain the degradation index $D_{j}^{i}(t)$ as

$$
\begin{equation*}
D_{j}^{i}(t)=\frac{\sqrt{\left(X_{j, 1}^{i}(t)-G_{1}^{i}\right)^{2}+\cdots+\left(X_{j, r}^{i}(t)-G_{r}^{i}\right)^{2}}}{S d^{i}} \tag{11}
\end{equation*}
$$

where

$$
S d^{i}=\sqrt{\frac{1}{n_{d i}-1} \sum_{k=1}^{n_{d i}}\left(\left(d_{1 k}^{i}-G_{1}^{i}\right)^{2}+\cdots+\left(d_{r k}^{i}-G_{r}^{i}\right)^{2}\right)}
$$

Thus, for each cycle $t$, we look for its operating mode $i$, then we project the set of data from the sensors at cycle $t$ onto the
failure space of mode $i$ and then we calculate the degradation index.

## C. Degradation Indices Without Sensors Selection

Figures 6 and 7 show the degradation indices that we obtain with 19 sensors: $1,2,3,4,5,6,7,8,10,11,12,13,14,15$, 16, 17, 18, 20, 21. In Figure 6, all the degradation indices of the 218 engines are represented. They indicate a decreasing trend that corresponds to the decrease in the health state of the engines as the number of cycles increases.


Fig. 6. Degradation indicator in all units with 19 sensors

Figure 7 presents a more detailed observation of the degradation indicator for engines $2,100,188,218$. The indicators at the time of failure converge to 0 .


Fig. 7. Degradation indicator corresponding to component $2,100,188,218$ with 19 sensors

We can find that these indices allow us to specify the health state of the engines at each moment. The change in trend in the degradation indicator is a sign of fatigue or the presence of an anomaly in the operating state of the engines. Thus, as soon as a change in trend appears, companies can plan the maintenance of their systems.

## D. Degradation Indices With Sensors selection

By applying Algorithm 2, we have selected 7 sensors among 19. The results of the classification on the two main dimensions are shown in Figure 8 and are reported in Table I. All the sensors that were alone in their groups were retained (i.e., sensors $4,13,3$ ) for the groups with at least two sensors we retained the sensor with the greatest variance in its group (i.e., sensors 2, 7, 18, 20). Thus, the most important sensors are $2,3,4,7,13,18,20$.


Fig. 8. Classification of sensors into 7 groups using algorithm 2

TABLE I
Results of sensors classification

| group number | Sensors number |
| :---: | :---: |
| Group 1 | $5,6,10,11,15,16,19,20,21$ |
| Group 2 | 4 |
| Group 3 | 7,12 |
| Group 4 | 8,18 |
| Group 5 | $1,2,17$ |
| Group 6 | 13 |
| Group 7 | 3 |

The degradation indices that we obtain from the 7 selected sensors using our approach are presented in figures 9 and 10 .


Fig. 9. Degradation indicator in all units with 7 sensors


Fig. 10. degradation indicator corresponding to component 2, 100, 188, 218 with 7 sensors

We find that the selection of sensors gives the possibility to work with a reduced number of sensors and to have similar or very high performances than with all the sensors. The selection makes the construction of the degradation indices less expensive, because it does not require several sensors and the calculation time is less significant. The degradation indices obtained with sensors selection (see Figures 6 and 7) and without sensors selection (Figures 9 and 10) are very close.

PHM chalenge data confirms the relevance of our proposed algorithms.

Our results on degradation indices can be improved by considering the case where the variance is colored. Future work on the use of our approach for the construction of the degradation index for the purpose of failure prognosis could allow us to pronounce the predictive power of our sensors.
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## IV. Conclusion

This work relies on the results of the random matrix theory to construct a new variance-covariance matrix before using them in dimension reduction via the RM-PCA algorithm and sensor selection. The application of our algorithms on the 2008

